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1 Introduction

Many problems arising in Mathematical Physics, Computer Vision Theory and
Fracture Mechanics can be modelled as minimum problems of energies involv-
ing competing bulk and surface terms. A mathematical theory to prove existence
and regularity results for this type of variational problems has been developed in
the framework of BV, SBV functions, where the energies to be studied have the
following general form∫

Ω

f (x, u,∇u) dx+
∫

Ω

h (x, u, dDcu) +
∫

Ju

K
(
x, u+, u−, νu

)
dHn−1, (1.1)

(see the Preliminaries for the definition of all the quantities above). According to
a terminology introduced by De Giorgi these problems are usually labelled as free-
discontinuity problems. The difficulty arising in the numerical approximation of
the solutions of these problems can be overcome by performing a preliminary vari-
ational approximation, in the sense of De Giorgi’s Γ-convergence [16], via simpler
functionals defined on spaces of smooth functions. In this framework we mention
the model of Ambrosio and Tortorelli [7], [8]. By introducing an auxiliary variable v
which asymptotically approaches 1−XJu , they consider approximating functionals
defined for u ∈W 1,p (Ω), v ∈W 1,2 (Ω) by∫

Ω

v2 |∇u|p dx+
∫

Ω

(
1
ε
(1− v)2 + ε |∇v|2

)
dx (1.2)

for p > 1, obtaining in the limit energies defined on SBV (Ω) by∫
Ω

|∇u|p dx+ cHn−1 (Ju) .
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This construction has been extended to the anisotropic vectorial case in [23], where
the limit functionals take the form on SBV

(
Ω; RN

)
∫

Ω

f (x, u,∇u) dx+
∫

Ju

ϕ (νu) dHn−1 (1.3)

with f a quasiconvex function in the gradient variable satisfying superlinear growth
conditions and ϕ a norm. Energies of type (1.3) arise in particular in the Griffith’s
theory of Fracture Mechanics [3], [29], where u denotes the deformation of an
hyperelastic and brittle body and Ju the crack surface.

To approximate more complex surface energies depending also on the traces
u±, which arise for instance in fracture models of Barenblatt’s type [3], [9], in [1]
they study a variant of the Ambrosio and Tortorelli construction, by replacing
in (1.2) |∇u|p with f (|∇u|) where f is convex and with linear growth. Indeed,
this weaker penalization of ∇u enables a stronger interaction between the two
competing terms in (1.2).

An obvious consequence of the linear growth assumption is the presence of a
term accounting for the Cantor part of Du in the limit energy, which has the form
on BV (Ω) ∫

Ω

f (|∇u|) dx+ ‖Dcu‖ (Ω) +
∫

Ju

g
(∣∣u+ − u−

∣∣) dHn−1,

where g is defined by a suitable minimization formula highlighting the contribute
of the two terms of (1.2). Their analysis is restricted to the scalar isotropic case
where the use of an integral-geometric argument allows to reduce the n-dimensional
problem to the 1-dimensional case.

In this paper we consider the full vectorial problem by studying the Γ-limit
of the family of functionals defined for u ∈W 1,1

(
Ω; RN

)
, v ∈W 1,2 (Ω) by

Fε(u, v) =
∫

Ω

ψ(v)f (x, u,∇u) dx+
∫

Ω

(
1
ε
W (v) + ε |∇v|2

)
dx, (1.4)

where f is a quasiconvex function in the gradient variable and satisfies linear
growth conditions (for the set of assumptions on ψ, f and W see Section 3). We
obtain in the limit functionals as in (1.1) with h = f∞, the recession function of
f , and K defined suitably (see Section 3).

Due to the generality of the problems the mentioned integral-geometric ap-
proach does not longer apply and different arguments have to be exploited. The
main tool of our analysis is the blow-up technique of Fonseca and Müller [25],
[26] which has been intensively used for the study of the relaxation and lower
semicontinuity properties of functional with linear growth ([24], [25], [26]) and for
the study of anisotropic singular perturbations of nonconvex functionals in the
vector-valued case [10]. We point out that in order to get more information on the
interaction between the two terms in (1.4) we treat the two variables u, v as a
single vector-valued one.
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The proofs of the estimates on the diffuse and jump part of the limit func-
tional rely on different arguments. The analysis of the diffuse part is reduced to
the identification of relaxed functionals with linear growth as considered in [24].
In fact, one can note that for every (u, v) and ε > 0 we have

Fε(u, v) ≥
∫

Ω

ψ(v)f (x, u,∇u) dx+ 2
∫

Ω

√
W (v) |∇v| dx,

and the diffuse part of the relaxation of the functional on the right-hand side above
turns out to be the corresponding part of the limit functional.

For what concerns the surface part a non trivial use of blow-up techniques
and De Giorgi’s type averaging-slicing lemma (see Subsection 4.2) are needed to
show that the surface energy density K can be written in terms of Dirichlet’s
boundary value problems, in the spirit of [10], that is

K (xo, a, b, ν) := inf
{∫

Qν

(
ψ(v)f∞ (xo, u,∇u) + LW (v) +

1
L
|∇v|2

)
dx :

L > 0, (u, v) ∈W 1,1
(
Qν ; RN+1

)
,

(u, v) = (a, 1) on (∂Qν)− , (u, v) = (b, 1) on (∂Qν)+
}
,

where Qν is an open unit cube with two faces orthogonal to the direction ν and
(∂Qν)± = ∂Qν ∩ {±〈x, ν〉 > 0}.

We point out that, even for scalar valued functions u, the minimization prob-
lems above are of vectorial type. This fact places some difficulty in order to give
an explicit expression to K in the general case, while this can be done under
isotropy assumptions on f∞, as we show in Subsection 3.1. In such a case we
prove that K can be calculated by restricting the infimum to functions (u, v) with
one-dimensional profile. By virtue of this characterization, we provide an extension
to the isotropic vector-valued case of the result of [1] (see Remarks 3.5, 3.9).

The paper is organized as follows: in Section 2 we recall some basic properties
of Γ-convergence, BV and GBV functions and prove some preliminaty results; in
Section 3 we state and discuss the main result of the paper (Theorem 3.2); Sections
4 and 5 are devoted to the proof of Theorem 3.2 in the BV case; in Section 6 we
prove the full result; Section 7 is devoted to a convergence result for the minimizers
of the approximating functionals; in Section 8 we discuss a generalization of the
model.

2 Preliminaries and Notations

We denote by 〈·, ·〉 the scalar product in Rn and with | · | the usual euclidean norm,
without specifying the dimension n when there is no risk of confusion. For every
t ∈ R, [t] denotes its integer part.
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If Ω is a bounded open subset of Rn, A(Ω) and B(Ω) are the families of open
and Borel subsets of Ω, respectively. We denote by XB the characteristic function
of the set B ∈ B(Ω).

If µ is a Borel measure and B is a Borel set, then the measure µ B is defined
as µ B(A) = µ(A∩B). We denote by Ln the Lebesgue measure in Rn and by Hk

the k-dimensional Hausdorff measure, k ≥ 0. The notation a.e. stands for almost
everywhere with respect to the Lebesgue measure, unless otherwise specified.

We use standard notations for Lebesgue and Sobolev spaces.
If ν ∈ Sn−1, we denote by Πν ⊂ Rn the orthogonal space to ν, i.e., Πν =

{x ∈ Rn : 〈ν, x〉 = 0}. With fixed {νi}1≤i≤n−1 an orthogonal bases of Πν , set Q′ν :={∑
1≤i≤n−1 λiνi : |λi| < 1

2

}
. In case ν = en we take νi = ei, drop the subscript

and use the notation Qen = Q.

2.1 Relaxation and Γ-convergence

Let (X, d) be a metric space. We first recall the notion of relaxed functional. Let
F : X → [0,+∞]. Then the relaxed functional F of F , or relaxation of F , is the
greatest d-lower semicontinuous functional less than or equal to F and can be
characterized as follows

F (u) = inf{lim inf
j

F (uj) : uj → u}.

A family (Fε)ε>0 of functionals Fε : X → [0,+∞] is said to Γ-converge to a
functional F : X → [0,+∞] at u ∈ X, and we write F (u) = Γ- limε→0+ Fε(u),
if for every sequence (εj) of positive numbers decreasing to 0 the following two
conditions hold:

(i) (lower semicontinuity inequality) for all sequences (uj) converging to u in X
we have F (u) ≤ lim infj Fεj (uj);

(ii) (existence of a recovery sequence) there exists a sequence (uj) converging to
u in X such that F (u) ≥ lim supj Fεj (uj).

We say that (Fε)ε>0 Γ-converges to F if F (u) = Γ- limε→0+ Fε(u) at all points
u ∈ X and that F is the Γ-limit of (Fε)ε>0. If we define the lower and upper
Γ-limits by

F ′′(u) = Γ- lim sup
ε→0+

Fε(u) = inf{lim sup
ε→0

Fε(uε) : uε → u},

F ′(u) = Γ- lim inf
ε→0+

Fε(u) = inf{lim inf
ε→0

Fε(uε) : uε → u},

respectively, then conditions (i) and (ii) are equivalent to F ′(u) = F ′′(u) = F (u).
Note that the functions F ′ and F ′′ are lower semicontinuous.

The following theorem explains why the notion of Γ-convergence is convenient
in the study of the asymptotic analysis of variational problems.
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Theorem 2.1 Let F = Γ-limε→0+ Fε, and let K ⊂ X be a compact set such that
infX Fε = infK Fε for all ε > 0. Then

∃min
X

F = lim
ε→0+

inf
X
Fε. (2.1)

Moreover, if (uj) is a converging sequence such that limj Fεj
(uj) = limj infX Fεj

then its limit is a minimum point for F .

We also recall the notion of Γ-convergence, which is useful when dealing with
the integral representation of the Γ-limit of a family of integral functionals.

Definition 2.2 Given Ω ⊂ Rn an open set, let Fε : X ×A(Ω) → [0,+∞] be such
that the set function Fε(u, ·) is increasing on A(Ω) and set

F ′(·, A) := Γ- lim inf
ε→0+

Fε(·, A), F ′′(·, A) := Γ- lim sup
ε→0+

Fε(·, A)

for every A ∈ A(Ω). We say that (Fε)ε>0 Γ -converges to F : X×A(Ω) → [0,+∞],
if F is the inner regular envelope of both functionals F ′ and F ′′, i.e.,

F (u,A) = sup{F ′ (u,A′) : A′ ∈ A(Ω), A′ ⊂⊂ A}
= sup{F ′′ (u,A′) : A′ ∈ A(Ω), A′ ⊂⊂ A},

for every (u,A) ∈ X ×A(Ω).

The following theorem shows that Γ-convergence enjoys useful compactness
properties.

Theorem 2.3 Every sequence Fj : X × A(Ω) → [0,+∞] has a Γ-convergent
subsequence.

The following results give us a criterion to establish when the Γ-limit, as a
set function, is a Borel measure. We recall that, according to the De Giorgi-Letta’s
criterion (see Theorem 1.53 [5]), an increasing set function λ : A(Ω) → [0,+∞] is
a measure if and only if it is superadditive, subadditive and inner regular.

Proposition 2.4 Let Fj : X ×A(Ω) → [0,+∞] be such that Fj(u, ·) is increasing
and superadditive. Then both F ′(u, ·) and its inner regular envelope are superad-
ditive. In particular, if (Fj) Γ-converges to F , then F (u, ·) is superadditive.

Proposition 2.5 Let Fj : X ×A(Ω) → [0,+∞] be such that

F ′′(u,A′ ∪B) ≤ F ′′(u,A) + F ′′(u,B)

for every u ∈ X and for every A′, A, B ∈ A(Ω) with A′ ⊂⊂ A. Then the inner
regular envelope of F ′′(u, ·) is subadditive. In particular, if (Fj) Γ-converge to F ,
then F (u, ·) is subadditive.
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If in addition there exists G : X × A(Ω) → [0,+∞] such that G(u, ·) is a
measure and F ′′ ≤ G, then F ′′(u, ·) coincide with its inner regular envelope for
every A ∈ A(Ω) for wich G(u,A) < +∞.

In particular if (Fj) Γ-converge to F , then

F (u,A) = Γ- lim
j
Fj(u,A)

for every A ∈ A(Ω) such that G(u,A) < +∞.

We refer to [16] for an exposition of the main properties of Γ-convergence
(see also [14]).

2.2 BV, GBV functions

Let u : Ω → RN be a measurable function, let S = RN ∪ {∞} be the one point
compactification of RN and fix x ∈ Ω. We say that z ∈ S is the approximate limit of
u at x with respect to Ω, we write z = ap− limy→x

y∈Ω
u (y), if for every neighbourhood

U of z in S there holds

lim
ρ→0

1
ρn
Ln ({y ∈ Ω : |y − x| < ρ, u (y) /∈ U}) = 0.

Denote by Su the complement of the set of points where the approximate limit of
u exists; it is well known that Ln (Su) = 0. Define the function ũ : Ω \ Su → S by

ũ(x) = ap− lim
y→x
y∈Ω

u(y),

thus u is equal a.e. to ũ. Notice that ũ is allowed to take the values ∞ but
Ln ({ũ = ∞}) = 0.

Moreover, we say that u is approximately differentiable at a point x ∈ Ω \ Su

such that ũ(x) 6= ∞, if there exists a matrix L ∈ RN×n such that

ap− lim
y→x
y∈Ω

|u(y)− ũ(x)− L(y − x)|
|y − x|

= 0. (2.2)

If u is approximately differentiable at a point x, the matrix L uniquely determined
by (2.2), will be denoted by ∇u(x) and will be called the approximate gradient of
u at x.

2.2.1 Functions of Bounded Variation

We recall some definitions and basic results on functions with bounded variation.
Our main reference is the book [5] (see also [21], [28]).

6



Definition 2.6 Let u ∈ L1
(
Ω; RN

)
, we say that u is a function with Bounded

Variation in Ω, we write u ∈ BV
(
Ω; RN

)
, if the distributional derivative Du of u

is representable by a N ×n matrix valued measure on Ω with finite total variation
‖Du‖ (Ω) whose entries are denoted by Diu

α, i.e., if ϕ ∈ C1
c

(
Ω; RN

)
then

N∑
α=1

∫
Ω

uαdivϕα dx = −
N∑

α=1

n∑
i=1

∫
Ω

ϕα
i dDiu

α.

If u ∈ BV
(
Ω; RN

)
, then u is approximately differentiable a.e. and Su turns out

to be countably
(
Hn−1, n− 1

)
rectifiable, i.e.,

Su = N ∪
⋃
i≥1

Ki,

where Hn−1 (N) = 0 and each Ki is a compact subset of a C1 manifold. Hence,
for Hn−1 a.e. y ∈ Su, we can define an exterior unit normal νu to Su as well as
inner and outer traces of u on Su by

u± (x) = ap− lim
y→x

y∈π±(x,νu(x))

u(y) (2.3)

where π± (x, νu(x)) = {y ∈ Rn : ±〈y − x, νu(x)〉 > 0}. In such a case we write
x ∈ Ju.

Let us point out that, in case u ∈ BV
(
Ω; RN

)
, the definitions of ∇u, Su,

Ju, u± given above are essentially equivalent to those classically given by means
of integral averages. We need those measure theoretic definitions since they make
sense also in the more general framework of GBV functions as we will see below.

Let us consider the Lebesgue’s decomposition of Du with respect to Ln,
then Du = Dau + Dsu, where Dau is the absolutely continuous part and Dsu
is the singular one. The density of Dau with respect to Ln coincides a.e. with
the approximate gradient ∇u of u. Define the jump part of Du, Dju, to be the
restriction of Dsu to Su and the Cantor part, Dcu, to be the restriction of Dsu to
Ω \ Su, thus we have

Du = Dau+Dju+Dcu.

We will denote by Cu the support of the measure Dcu. The representation Dju =
(u+ − u−) ⊗ νuHn−1 Su holds true, where, given a ∈ RN and b ∈ Rn, a ⊗ b is
the matrix with entries equal to aib

j , 1 ≤ i ≤ N and 1 ≤ j ≤ n. Moreover, the
(n − 1)-dimensional density of the measure ‖Dju‖ is identified in the following
lemma (see Lemma 2.6 [26]).

Lemma 2.7 For Hn−1 a.e. xo ∈ Su

lim
δ→0+

1
δn−1

∫
Su∩(xo+δQνu(xo))

∣∣u+(x)− u−(x)
∣∣ dHn−1(x) =

∣∣u+(xo)− u−(xo)
∣∣ .
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Eventually we recall a locality property of Du we need in the sequel (see
Proposition 3.92, Remark 3.93 [5]).

Proposition 2.8 Let u1, u2 ∈ BV
(
Ω; RN

)
and define

L = {x ∈ Ω \ (Su1 ∪ Su2) : ũ1(x) = ũ2(x)},

then Du1 L = Du2 L.

2.2.2 Generalized functions of Bounded Variation

Functionals involved in free-discontinuity problems are often not coercive in the
space BV

(
Ω; RN

)
, then it is useful to consider the following wider class (see [19],

Chapter 4 [5]).

Definition 2.9 Given a Borel function u : Ω → RN , we say that u is a Gen-
eralized Function with Bounded Variation in Ω, we write u ∈ GBV

(
Ω; RN

)
, if

g (u) ∈ BV (Ω) for every g ∈ C1
(
RN
)

such that ∇g has compact support.

Notice that GBV ∩ L∞
(
Ω; RN

)
= BV ∩ L∞

(
Ω; RN

)
.

Functions u ∈ GBV
(
Ω; RN

)
are approximately differentiable a.e. in Ω, and

the set Su turns out to be
(
Hn−1, n− 1

)
rectifiable. Moreover, there exist a subset

Ju of Su, with Hn−1 (Su \ Ju) = 0, and a Borel function νu : Ju → Sn−1 such that
the approximate limits (2.3) exist on Ju (see Proposition 1.3 [2]).

To give a rigorous mathematical sense to functionals involved in our problem
we need to associate to a particular class of GBV functions a vector measure which
can be regarded as the Cantor part of the generalized distributional derivative.
Let us first recall that if u ∈ (GBV (Ω))N then a positive measure ‖Dcu‖ is
associated to u by setting ‖Dcu‖(B) := supi ‖Dcui‖(B) for every B ∈ B(Ω),
where ui := Ψi(u) ∈ BV

(
Ω; RN

)
, with Ψi defined as

Ψi(u) :=

u if |u| ≤ ai

0 if |u| ≥ ai+1

, (2.4)

where (ai) ⊂ (0,+∞) is a strictly increasing and diverging sequence, and for every
i ∈ N Ψi ∈ C1

(
RN ; RN

)
and ‖∇Ψi‖∞ ≤ 1.

Actually, the sup above is independent of the truncation performed on u and
it is also the pointwise limit and the least upper bound measure of the family(
‖Dcui‖

)
i∈N.

For a GBV function u for which ‖Dcu‖ is a finite measure, we define a vector
measure whose total variation is exactly ‖Dcu‖.
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Lemma 2.10 Let u ∈ (GBV (Ω))N be such that ‖Dcu‖ is a finite measure, then
the sequence

(
Dcui

)
pointwise converges to a vector measure λ ∈ M

(
Ω; RN×n

)
such that for every B ∈ B(Ω)

‖λ‖(B) = ‖Dcu‖(B).

Moreover, λ does not depend on the particular truncations chosen.

Definition 2.11 Let u ∈ (GBV (Ω))N be such that ‖Dcu‖ is a finite measure,
then we define Dcu := λ.

Proof. Set
Ω∞ := {x ∈ Ω \ Su : ũ(x) = ∞} (2.5)

and note that ‖Dcu‖(Ω∞) = 0. Indeed, for every i ∈ N, Ω∞ ⊆ {x ∈ Ω \
Su : ũi(x) = 0}, thus, by Proposition 2.8, ‖Dcui‖(Ω∞) = 0. If we set Ωj :=
{x ∈ Ω \ Su : |ũ(x)| < aj}, we then have that Ω = (∪j≥1Ωj)∪N , with ‖Dcu‖(N) =
0. Let i ≥ j, notice that ũi ≡ ũj on Ωj , and so, again by Proposition 2.8,

Dcui Ωj = Dcuj Ωj . (2.6)

Let us remark that since ‖Dcu‖ is a finite measure then (‖Dcu‖(Ω \ Ωj)) is in-
finitesimal.

Consider the set function λ : B(Ω) → RN×n defined as

λ(B) := lim
i
Dcui(B).

Let us first notice that the limit above exists since

‖Dcuj(B)−Dcui(B)‖
≤ ‖Dcuj‖ (B \ Ωj) + ‖Dcui‖ (B \ Ωj) ≤ 2‖Dcu‖ (B \ Ωj) ,

and one can easily check that λ ∈M
(
Ω; RN×n

)
.

In particular, this imply that
(
Dcui

)
is weakly* convergent to the vector

measure λ.
We claim that ‖Dcu‖ ≡ ‖λ‖. First notice that since

(
‖Dcui‖

)
converges

to ‖Dcu‖ weakly* in the sense of measures then ‖Dcu‖(A) ≥ ‖λ‖(A) for every
A ∈ A(Ω). Moreover, with fixed j ∈ N for every i ≥ j by (2.6)

‖λ‖ Ωj = ‖λ Ωj‖ = ‖Dcui Ωj‖ = ‖Dcui‖ Ωj = ‖Dcu‖ Ωj ,

from which there follows ‖λ‖(Ω) = ‖Dcu‖(Ω) by passing to the limit on j → +∞.
Hence,

(
‖Dcui‖

)
converges weakly* in the sense of measures to ‖λ‖ and so the

conclusion follows.
Eventually, it is easy to check that the argument used does not depend on

the particular family of truncating functions chosen.
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Eventually, consider the set

J∞u := {x ∈ Ju : u+(x) = ∞ or u−(x) = ∞}.

In the following theorem we show that for GBV functions satisfying suitable a
priori bounds, which for instance occours in our case, J∞u is Hn−1 negligible (see
also Theorem 4.40 [5]).

Theorem 2.12 Let u ∈ GBV (Ω) be such that∫
Ω

|∇u| dx+
∫

Ju

θ
(∣∣u+ − u−

∣∣) dHn−1 + ‖Dcu‖(Ω) < +∞, (2.7)

where θ : [0,+∞) → [0,+∞) satisfies

δ > 0 ⇒ inf
|t|>δ

θ > 0; lim inf
t→0+

θ(t)
t

> 0. (2.8)

Then
Hn−1 (J∞u ) = 0.

Proof. Assume first n = 1, in such a case we prove that u ∈ BV (Ω), and so the
conclusion is a well known property of such functions.

Indeed, let Jδ
u = {t ∈ Ju : |u+(t)− u−(t)| ≤ δ}, then (2.7) and (2.8)1 yield(

inf
|t|>δ

θ

)
H0
(
Ju \ Jδ

u

)
≤

∑
t∈Ju\Jδ

u

θ
(∣∣u+ − u−

∣∣) < +∞,

hence Mδ = supJu\(Jδ
u∪J∞u ) |u+ − u−| is finite and actually it is a maximum. Thus,

by (2.8)1, we get∑
t∈Ju\J∞u

∣∣u+ − u−
∣∣ ≤ c

∑
t∈Jδ

u

θ
(∣∣u+ − u−

∣∣)+MδH0
(
Ju \ Jδ

u

)
< +∞.

By (2.7) H0 (J∞u ) < +∞ and let J∞u = {ti}1≤i≤r with ti < ti+1. Then, with fixed
i, for every x, y ∈ (ti, ti+1) we get

|uk(x)− uk(y)| ≤
∣∣∣∣∫ y

x

|∇u| dt
∣∣∣∣+ ∑

t∈Ju\J∞u

∣∣u+ − u−
∣∣+ ‖Dcu‖((x, y)),

where uk = (u∨ (−k))∧k ∈ BV (Ω), k ∈ N. By choosing y ∈ (ti, ti+1)\Ω∞, where
Ω∞ is defined in (2.5), it follows that there exists a positive constant λi such that
|uk(x)| ≤ λi, and so by passing to the supremum on k we get

sup
(ti,ti+1)

|u(x)| ≤ λi.
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Hence, J∞u = ∅ and u ∈ L∞(Ω), so that u ∈ BV (Ω).
In case n > 1 we can proceed analogously to Theorem 4.40 [5]. Indeed, by an

integral-geometric technique one reduces the proof of Hn−1 (J∞u ) = 0 to the one
dimensional setting for which the result follows by the discussion above.

Remark 2.13 If u ∈ (GBV (Ω))N , one can show that J∞u = ∪N
i=1J

∞
ui
∪ N , with

Hn−1 (N) = 0. Then, from Theorem 2.12 we deduce that, if ui satisfies (2.7) for
each i ∈ {1, . . . , N}, then Hn−1 (J∞u ) = 0.

2.3 Lower semicontinuity and integral representation in BV

In this section we will recall some results, we will use in the proof of Theorem
3.2, regarding lower semicontinuity and relaxation properties of linear integral
functionals in BV and the integral representation of variational functionals in
BV .

Let Ω be a bounded open set of Rn and f : Ω × RN × RN×n → [0,+∞) be
a Borel function. We say that f is quasiconvex in z if for a.e. x ∈ Ω and for every
u ∈ RN

f (x, u, z)Ln (Ω) ≤
∫

Ω

f (x, u, z +Dϕ (y)) dy (2.9)

for every ϕ ∈ C1
c

(
Ω; RN

)
.

For any (x, u, z) ∈ Ω× RN × RN×n define the recession function of f by

f∞(x, u, z) = lim sup
t→+∞

f(x, u, tz)
t

.

Consider the functional F : L1
(
Ω; RN

)
×A(Ω) → [0,+∞] defined by

F (u,A) :=


∫

A

f (x, u,∇u) dx if u ∈W 1,1
(
Ω; RN

)
+∞ if u ∈ L1

(
Ω; RN

)
\W 1,1

(
Ω; RN

) ,
and denote by F (u,A) the relaxation of F (u,A) in the strong L1

(
Ω; RN

)
topology.

The following two theorems are due to Fonseca and Leoni (Theorems 1.8 and
1.9 [24]), and will be used to identify the Lebesgue and the Cantor part of the
Γ-limit in the proof of Theorem 3.2.

Theorem 2.14 Assume that

(i) f(x, u, ·) is quasiconvex for every (x, u) ∈ Ω × RN and there exists c > 0
such that

0 ≤ f(x, u, z) ≤ c (|z|+ 1)

for every (x, u, z) ∈ Ω× RN × RN×n;
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(ii) for all (xo, uo) ∈ Ω × RN either f(xo, uo, z) ≡ 0 for all z ∈ RN×n, or for
every η > 0 there exist c0, c1, δ > 0 such that

f(xo, uo, z)− f(x, u, z) ≤ η (1 + f(x, u, z)) , (2.10)

f(x, u, z) ≥ c1|z| − c0

for all (x, u) ∈ Ω× RN with |x− xo|+ |u− uo| ≤ δ and for all z ∈ RN×n.

Then for u ∈ BV
(
Ω; RN

)
we get

F (u,A) ≥
∫

A

f (x, u,∇u)) dx+
∫

A

f∞ (x, ũ, dDcu) .

Theorem 2.15 Let f satisfies condition (i) of Theorem 2.14.
Let u ∈ BV

(
Ω; RN

)
, then F (u, ·) is the trace of a finite Radon measure on

A(Ω), and

(1) if f is Carathéodory or f (·, ·, z) is upper semicontinuous then

F (u,A \ (Ju ∪ Cu)) ≤
∫

A

f (x, u,∇u)) dx;

(2) if f∞ (·, ·, z) is upper semicontinuous then

F (u,A ∩ Cu) ≤
∫

A

f∞ (x, ũ, dDcu) .

Eventually, let us recall part of the integral representation result of Theorem
3.7 [12], in a form which is useful for our purposes.

Theorem 2.16 Let F : BV
(
Ω; RN

)
×A(Ω) → [0,+∞] be such that F(u, ·) is the

restriction to A(Ω) of a Borel measure, for every A ∈ A(Ω) F(·, A) is L1
(
A; RN

)
lower semicontinuous and

0 ≤ F (u;A) ≤ c (Ln(A) + ‖Du‖(A))

for every u ∈ BV
(
Ω; RN

)
.

Then, for every u ∈ BV
(
Ω; RN

)
and A ∈ A(Ω)

F (u;A ∩ Ju) =
∫

Ju∩A

fJ

(
x, u+, u−, νu

)
dHn−1,

where fJ : Ω× RN × RN × Sn−1 → [0,+∞) is defined as

fJ (xo, a, b, ν) = lim sup
δ→0+

1
δn−1

inf
{
F (w, xo + δQν) : (2.11)

w ∈ BV
(
Ω; RN

)
, w = ua,b,ν on xo + δ∂Qν

}
,
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with

ua,b,ν(x) :=

 b if 〈x, ν〉 ≥ 0

a if 〈x, ν〉 < 0
. (2.12)

3 Γ-Convergence Result

In this section we prove a variational approximation for functionals defined on
(GBV (Ω))N as

F (u) = (3.1)∫
Ω

f (x, u,∇u) dx+
∫

Ω

f∞ (x, ũ, dDcu) +
∫

Ju

K
(
x, u+, u−, νu

)
dHn−1,

where the assumptions on all the quantities appearing above are specified below.
Let Ω ⊆ Rn be a bounded open set, and let f : Ω× RN × RN×n → [0,+∞)

be a Borel integrand satisfying

(f1) there exist three constants c0 ≥ 0, c1 and c2 > 0 such that

c1 |z| − c0 ≤ f(x, u, z) ≤ c2
(
|z|+ 1

)
(3.2)

for every (x, u, z) ∈ Ω× RN × RN×n;

(f2) f(x, u, ·) is quasiconvex in z for every (x, u) ∈ Ω × RN , and either f is
Carathéodory or f(·, ·, z) is upper semicontinuous for every z ∈ RN×n;

(f3) for every (xo, uo) ∈ Ω× RN and η > 0 there exists δ, depending on (xo, uo)
and η, such that

f(xo, uo, z)− f(x, u, z) ≤ η (1 + f(x, u, z)) (3.3)

for every (x, u) ∈ Ω×RN with |x−xo|+ |u−uo| ≤ δ and for every z ∈ RN×n;

(f4) for every xo ∈ Ω and η > 0 there exists δ, L > 0 (all these quantities depend
on xo and η) such that∣∣∣∣f∞(x, u, z)− f(x, u, tz)

t

∣∣∣∣ ≤ η

(
1 +

f(x, u, tz)
t

)
, (3.4)

for every t > L and x ∈ Ω with |x−xo| ≤ δ and for every (u, z) ∈ RN×RN×n;

(f5) for every xo ∈ Ω and η > 0 there exists δ (depending on xo and η) such that

f∞(xo, u, z)− f∞(x, u, z) ≤ ηf∞(x, u, z), (3.5)

for every x ∈ Ω with |x− xo| ≤ δ and for every (u, z) ∈ RN × RN×n;
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(f6) f∞(·, ·, z) is upper semicontinuous for every (x, u) ∈ Ω× RN .

Remark 3.1 It is well known that f∞(x, u, ·) inherits from f(x, u, ·) the quasicon-
vexity property in z. Moreover, by the growth condition (3.2) for every (x, u, z) ∈
Ω× RN × RN×n there holds

c1|z| ≤ f∞ (x, u, z) ≤ c2|z|. (3.6)

To perform the approximation we introduce an extra variable v and define
the functional F : L1

(
Ω; RN+1

)
→ [0,+∞] by

F (u, v) :=

F (u) if u ∈ (GBV (Ω))N
v = 1 a.e. in Ω

+∞ otherwise
, (3.7)

which is equivalent to F as far as minimum problems are concerned. The approx-
imating functionals Fε : L1

(
Ω; RN+1

)
→ [0,+∞] have the form

Fε (u, v) :=


∫

Ω

fε (x, (u, v),∇(u, v)) dx if (u, v) ∈W 1,1
(
Ω; RN+1

)
,

0 ≤ v ≤ 1 a.e.

+∞ otherwise

, (3.8)

where fε : Ω× RN+1 × R(N+1)×n → [0,+∞) is defined by

fε(x, (u, v), (z, ζ)) := ψ(v)f (x, u, z) +
1
ε
W (v) + ε|ζ|2,

with ψ : [0, 1] → [0, 1] any lower semicontinuous increasing function such that
ψ(0) = 0, ψ(1) = 1 and ψ(t) > 0 if t > 0; and W : [0, 1] → [0,+∞) is any
continuous function such that W (1) = 0 and W (t) > 0 if t ∈ [0, 1).

Let us state and prove the main result of the paper.

Theorem 3.2 Let (Fε)ε>0 be as above, then

Γ
(
L1
(
Ω; RN+1

))
- lim

ε→0+
Fε (u, v) = F (u, v) .

where F is given by (3.7) and the function K : Ω × RN × RN × Sn−1 → [0,+∞)
is defined by

K (xo, a, b, ν) :=

inf
{∫

Qν

(
ψ(v)f∞ (xo, u,∇u) + LW (v) +

1
L
|∇v|2

)
dx :

(u, v) ∈ A(a, b, ν), L > 0
}
, (3.9)
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with

A(a, b, ν) :=
{
(u, v) ∈W 1,1

(
Qν ; RN+1

)
: (u, v) = (ua,b,ν , 1) on ∂Qν

}
, (3.10)

where ua,b,ν is defined in (2.12).

In the rest of the paper we will denote Γ
(
L1
(
Ω; RN+1

))
by Γ

(
L1
)

for sim-
plicity of notation.

Remark 3.3 We will prove Theorem 3.2 in case (3.2) of (f1) is substituted by

c1 |z| ≤ f(x, u, z) ≤ c2
(
|z|+ 1

)
, (3.11)

for every (x, u, z) ∈ Ω × RN × RN×n. This is not restrictive, by considering the
approximating functionals obtained by substituting f with f1 = f + co, which now
satisfies (3.11) above, and by noting that, calling F1 their Γ-limit, F1 = F +
coLn(Ω).

Remark 3.4 The result of Theorem 3.2 generalizes that of Theorem 5.1 in [1],
in which they consider the particular case N = 1 and f(x, u, z) = f̃(|z|), where
f̃ : [0,+∞) → [0,+∞) is convex, increasing and limt→+∞

f̃(t)
t = 1 , that is

f∞(x, u, z) = |z|. In Section 3.1, under these assumptions on f and for all N ≥ 1,
we will show that K(xo, a, b, ν) = g(|b − a|), where g : [0,+∞) → [0,+∞) is the
concave function defined in [1] by

g(t) := inf
r∈[0,1]

{
ψ(r)t+ 4

∫ 1

r

√
W (s) ds

}
. (3.12)

So we recover the results of [1] also in the vector-valued case.

Remark 3.5 Let us notice that by a comparison argument and by the Γ-conver-
gence result of [1], we immediately derive a bound for the lower and upper Γ-limits
of the family (Fε)ε>0. Indeed, consider the scalar functional

I (u, v) :=


‖Du‖(Ω \ Su) +

∫
Ju

g
(
|u+ − u−|

)
dHn−1 if u ∈ GBV (Ω),

v = 1 a.e.

+∞ otherwise,

g being given by (3.12). Then, by the growth condition (3.2) and by virtue of
Theorem 5.1 [1], there exists three positive constants c0, c1 and c2 such that

c1

N∑
i=1

I (ui, v)− c0 ≤ Γ- lim inf
ε→0+

Fε (u, v)

≤ Γ- lim sup
ε→0+

Fε (u, v) ≤ c2

N∑
i=1

I (ui, v) + c2.
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In particular, we deduce that the domains of the lower and upper Γ-limits of the
family (Fε)ε>0 coincide and are contained in (GBV (Ω))N × {1}.

Remark 3.6 We provide an equivalent characterization of the jump energy den-
sity K defined in (3.9) which will be useful in the sequel (see Section 3.1).

Let K̃ be the function obtained by substituting in the minimization formula
(3.9) defining K the class A(a, b, ν) with

Ã(a, b, ν) :=
{

(u, v) ∈W 1,1
loc

(
Sν ; RN+1

)
: (u, v) 1-periodic in νi, 1 ≤ i ≤ n− 1,

(u, v) = (a, 1) on 〈x, ν〉 = −1
2
, (u, v) = (b, 1) on 〈x, ν〉 =

1
2

}
where Sν :=

{
x ∈ RN : |〈x, ν〉| < 1

2

}
(see [10]).

Then, since A(a, b, ν) ⊆ Ã(a, b, ν) we have K̃ ≤ K. The opposite inequality
can be proved by exploiting the same arguments we will use in Lemma 4.2. However,
we will obtain it as a consequence of Proposition 4.1 and inequality (5.6) in the
proof of Proposition 5.3.

First notice that assumption (f5) implies that with fixed (xo, a, b, ν) ∈ Ω ×
RN × RN × Sn−1 and η > 0 there exists δ > 0 such that

K(xo, a, b, ν)−K(x, a, b, ν) ≤ ηK(x, a, b, ν) (3.13)

for every x ∈ Ω with |x− xo| ≤ δ.
Let ua,b,ν be the function defined in (2.12), then by (3.13), Proposition 4.1

and inequality (5.6), we get

1
1 + η

K(xo, a, b, ν) ≤ lim inf
δ→0+

1
δn−1

∫
(xo+Πν)∩(xo+δQν)

K(x, a, b, ν) dHn−1

≤ lim sup
δ→0+

1
δn−1

(
Γ- lim

ε→0+
Fε (ua,b,ν(· − xo), 1;xo + δQν)

)
≤ K̃(xo, a, b, ν).

The conclusion then follows by letting η → 0+.

Let us introduce the localized versions of the approximating and limiting
functionals. For every A ∈ A(Ω) set

F (u, v;A) :=

F (u;A) if u ∈ (GBV (A))N , v = 1 a.e. in A

+∞ otherwise in L1
(
A; RN+1

)
,

where F (·, A) is defined as F(·) in (3.1) by taking A as domain of integration in
place of Ω. Moreover, let

Fε (u, v;A):=



∫
A

fε(x, (u, v),∇(u, v)) dx if (u, v) ∈W 1,1
(
Ω; RN+1

)
,

0 ≤ v ≤ 1 a.e. in Ω

+∞ otherwise in L1
(
Ω; RN+1

)
,
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and

Gε (v;A) :=


∫

A

(
1
ε
W (v) + ε |∇v|2

)
dx if v ∈W 1,1(Ω),

0 ≤ v ≤ 1 a.e. in Ω

+∞ otherwise in L1(Ω).

Eventually, with fixed xo ∈ Ω, denote by Fε (xo; ·, ·;A), F∞ε (xo; ·, ·;A) the func-
tionals defined analogously to Fε (·, ·;A) and obtained by substituting in the def-
inition of fε the function f with f(xo, ·, ·), f∞(xo, ·, ·), respectively. With this
notation we get

K (xo, a, b, ν) = inf
{
F∞1

L
(xo;u, v;Qν) : (u, v) ∈ A(a, b, ν), L > 0

}
. (3.14)

3.1 Properties of the surface density function

Before proving Theorem 3.2 we state some properties of the surface energy density
K and we show a more explicit characterization of it in some particular cases. The
proofs are in the spirit of the papers [10], [11], [26], [27].

We remark that Lemma 3.7 below will be exploited only in the proof of
Lemma 6.1 in order to extend the Γ-convergence result from BV on the whole
GBV .

Lemma 3.7 Let K : Ω×RN ×RN ×Sn−1 → [0,+∞) be defined as in (3.9), then

(a) for every (xo, a, b, ν), (xo, a
′, b′, ν) ∈ Ω× RN × RN × Sn−1 there holds

|K (xo, a, b, ν)−K (xo, a
′, b′, ν)| ≤ c (|a− a′|+ |b− b′|) ;

(b) for every (xo, a, b, ν) ∈ Ω× RN × RN × Sn−1 there holds

c1g (|b− a|) ≤ K (xo, a, b, ν) ≤ c2g (|b− a|) .

where c1, c2 are positive constants, and g is given by (3.12).

Proof. (a) We use the different characterization of K discussed in Remark 3.6.
Let (u, v) ∈ Ã (a, b, ν), let ϕ ∈ C∞(R) be a function such that 0 ≤ ϕ ≤ 1, ϕ = 1
for t ≤ 1

4 , ϕ = 0 for t ≥ 1
2 , then define

(ũ, ṽ) (x) :=


ϕ (−x · ν) (a, 1) + (1− ϕ (−x · ν)) (a′, 1) if − 1

2 ≤ x · ν < − 1
4

(u(2x), v(2x)) if |x · ν| ≤ 1
4

ϕ (x · ν) (b, 1) + (1− ϕ (x · ν)) (b′, 1) if 1
4 < x · ν ≤ 1

2

.
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Then (ũ, ṽ) ∈ Ã (a′, b′, ν) and, for L > 0, we get

K (xo, a
′, b′, ν) ≤ F∞1

L
(xo; ũ, ṽ;Qν)

=
∫

Qν∩{|x·ν|< 1
4}
ψ(v(2x))f∞ (xo, u(2x), 2∇u(2x)) dx

+
∫

Qν∩{|x·ν|< 1
4}

(
LW (v(2x)) +

4
L
|∇v(2x)|2

)
dx

+
∫

Qν∩{ 1
4 <x·ν< 1

2}
f∞
(
xo, ϕ (x · ν) b+ (1− ϕ (x · ν)) b′, (b− b′)⊗ ϕ′ (x · ν) ν

)
dx

+
∫

Qν∩{ 1
4 <x·ν< 1

2}
f∞
(
xo, ϕ (x · ν) a+ (1− ϕ (x · ν)) a′, (a′ − a)⊗ ϕ′ (x · ν) ν

)
dx.

Since the periodicity of (u, v) and by the growth assumption (3.6), there follows

K (xo, a
′, b′, ν) ≤ F∞2

L
(xo;u, v;Qν) + c (|a− a′|+ |b− b′|)

and so by taking the infimum on (u, v) ∈ Ã (a, b, ν) and L > 0 we conclude that

K (xo, a
′, b′, ν) ≤ K (xo, a, b, ν) + c (|a− a′|+ |b− b′|) .

Analogously, we can prove the opposite inequality.
(b) Use the growth condition (3.6) and consider the characterization of K given
by Lemma 3.8 (b) and Remark 3.9 when f∞(x, u, z) = |z|.

In the following we characterize the function K under isotropy assumptions
on f∞. In such a case we show that K can be calculated by restricting the infimum
to functions (u, v) with one-dimensional profile.

Lemma 3.8 Let K : Ω×RN ×RN × Sn−1 → [0,+∞) and g : [0,+∞) → [0,+∞)
be defined by (3.9) and (3.12), respectively. Then

(a) for every (xo, a, b, ν) ∈ Ω× RN × RN × Sn−1 there holds

K (xo, a, b, ν) ≤ g (Kf (xo, a, b, ν)) ,

where Kf : Ω× RN × RN × Sn−1 → [0,+∞) is defined by

Kf (xo, a, b, ν) := inf
{∫

Qν

f∞ (xo, u,∇u) dy : u ∈W 1,1
(
Qν ; RN

)
,

u = ua,b,ν on ∂Qν

}
; (3.15)

(b) if f∞ is isotropic, i.e., for every (xo, u, z) ∈ Ω× RN × RN+1 and ν ∈ Sn−1

there holds
f∞ (xo, u, zν ⊗ ν) ≤ f∞ (xo, u, z) ,

then K = g (Kf ).
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Proof. (a) With fixed r ∈ [0, 1) and η > 0, let Tη > 0, vη ∈ W 1,1 (0, Tη) be such
that vη(0) = r, vη (Tη) = 1 and∫ Tη

0

(
W (vη) + |v′η|2

)
dt ≤ 2

∫ 1

r

√
W (s) ds+ η,

(see Remark 3.11 [13]). Then define

vη,L(y) :=


vη

(
−y·ν−αL

βL

)
− 1

2 ≤ y · ν < −αL

r |y · ν| ≤ αL

vη

(
y·ν−αL

βL

)
αL < y · ν ≤ 1

2

,

where αL is any positive infinitesimal as L → +∞, and βL :=
1
2−αL

Tη
. If r = 1

simply take vη,L ≡ 1.
Let u be admissible for Kf and extend it by periodicity to Rn, then set

uL(y) :=


a − 1

2 ≤ y · ν < −αL

u
(

y
2αL

)
|y · ν| ≤ αL

b αL < y · ν ≤ 1
2

.

Notice that (uL, vη,L) ∈ Ã (a, b, ν). Let us compute F∞1
βL

(uL, vL;Qν). Let Rν be a

rotation such that RνQ = Qν . Then, since f∞ (x, u, ·) is positively one homoge-
neous, we get by simple changes of variables and by Fubini’s Theorem∫

Qν

ψ(vL)f∞ (xo, uL,∇uL) dy

= ψ(r)
∫

Qν∩{|y·ν|<αL}
f∞

(
xo, u

(
y

2αL

)
,

1
2αL

∇u
(

y

2αL

))
dy

= ψ(r)
∫ 1

2

− 1
2

dt

∫
Q′
f∞

(
xo, u

(
Rν

(
y′

2αL
, t

))
,∇u

(
Rν

(
y′

2αL
, t

)))
dy′

= ψ(r)
∫

Q

f∞ (xo, u(Rνy),∇u(Rνy)) dy + o(1)

= ψ(r)
∫

Qν

f∞ (xo, u(y),∇u(y)) dy + o(1),

where the last equality follows by Riemann-Lebesgue’s Lemma. Moreover, there
holds

G 1
βL

(vη,L;Qν) =
∫ −αL

− 1
2

1
βL

(
W

(
vη

(
−t− αL

βL

))
+
∣∣∣∣v′η (−t− αL

βL

)∣∣∣∣2
)
dt
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+2
αL

βL
W (r) +

∫ 1
2

αL

1
βL

(
W

(
vη

(
t− αL

βL

)
+
∣∣∣∣v′η ( t− αL

βL

))∣∣∣∣2
)
dt

= 2
∫ Tη

0

(
W (vη) + |v′η|2

)
dt+ o(1) ≤ 4

∫ 1

r

√
W (s) ds+ cη + o(1).

Hence, there follows

K (xo, a, b, ν) ≤ F∞1
βL

(uL, vη,L;Qν)

≤ ψ(r)
∫

Qν

f∞ (xo, u(y),∇u(y)) dy + 4
∫ 1

r

√
W (s) ds+ cη + o(1),

and so by letting L → +∞, η → 0+ and by passing to the infimum on u we get
for every r ∈ [0, 1]

K (xo, a, b, ν) ≤ ψ(r)Kf (xo, a, b, ν) + 4
∫ 1

r

√
W (s) ds.

Eventually, the desired inequality follows by the very definition of g.
(b) Following [6] define

Df (xo, a, b, ν) := inf
{∫

Qν

f∞ (xo, u,∇u) dy : u ∈W 1,1
(
Qν ; RN

)
,

u(y) = ξ(y · ν), ξ
(
−1

2

)
= a, ξ

(
1
2

)
= b

}
= inf

{∫ 1
2

− 1
2

f∞
(
xo, ξ, ξ̇ ⊗ ν

)
dt : ξ ∈W 1,1

((
−1

2
,
1
2

)
; RN

)
,

ξ

(
−1

2

)
= a, ξ

(
1
2

)
= b

}
;

then it is obvious that Kf ≤ Df . Moreover, in case f∞ is isotropic, Df = Kf (see
Proposition 2.6 [27]). Hence, by (a), we have to prove only that K ≥ g (Df ).

The isotropy condition on f∞ implies that for every (u, v) ∈ A(a, b, ν), L > 0
there holds

F∞1
L

(u, v;Qν) ≥ I(u, v;Qν)

:=
∫

Qν

(
ψ(v)f∞ (xo, u,∇u ν ⊗ ν) + 2

√
W (v) |∇v ν ⊗ ν|

)
dy.

For every y′ ∈ Q′ν and t ∈ [− 1
2 ,

1
2 ], let

(
uν,y′(t), vν,y′(t)

)
:= (u(y′ + tν), v(y′ + tν)),

then by Fubini’s Theorem there holds

I(u, v;Qν)

=
∫

Q′ν

dy′
∫ 1

2

− 1
2

(
ψ
(
vν,y′

)
f∞

(
xo, u

ν,y′ , u̇ν,y′ ⊗ ν
)

+ 2
√
W (vν,y′)

∣∣∣v̇ν,y′
∣∣∣) dt,
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and thus

K (xo, a, b, ν) ≥ inf

{∫ 1
2

− 1
2

(
ψ (ξ2) f∞

(
xo, ξ1, ξ̇1 ⊗ ν

)
+ 2
√
W (ξ2)

∣∣∣ξ̇2∣∣∣) dt :

(ξ1, ξ2) ∈W 1,1

((
−1

2
,
1
2

)
; RN+1

)
,

(ξ1, ξ2)
(
−1

2

)
= (a, 1), (ξ1, ξ2)

(
1
2

)
= (b, 1)

}
.

In order to conclude, with fixed (ξ1, ξ2) as above, let m = inf [− 1
2 , 1

2 ] ξ2, then∫ 1
2

− 1
2

(
ψ (ξ2) f∞

(
xo, ξ1, ξ̇1 ⊗ ν

)
+ 2
√
W (ξ2)

∣∣∣ξ̇2∣∣∣) dt
≥ ψ(m)

∫ 1
2

− 1
2

f∞
(
xo, ξ1, ξ̇1 ⊗ ν

)
dt+ 4

∫ 1

m

√
W (s) ds

≥ ψ(m)Df (xo, a, b, ν) + 4
∫ 1

m

√
W (s) ds ≥ g (Df (xo, a, b, ν)) .

Remark 3.9 The characterization of K in the isotropic case, given in Lemma
3.8 (b), is relevant when an explicit expression of Kf is given, for instance in the
autonomous and scalar case.

Indeed, if f = f(x, z) then Kf (xo, a, b, ν) = f∞ (xo, (b− a)⊗ ν) (see Remark
2.17 [26]).

In the scalar setting N = 1, since f satisfies conditions (f1), (f4)-(f6), Corol-
lary 1.4 and Theorem 1.10 [24] (see also [17]) yield the equality

Kf (xo, a, b, ν) =


∫ a

b

f∞ (xo, u, ν) du if a > b∫ b

a

f∞ (xo, u,−ν) du if a < b

.

In particular, if f(z) = |z| we recover the surface energy density of [1], that
is K (xo, a, b, ν) = g(|b− a|).

4 Γ-liminf inequality

In this section we establish the lower bound inequality when restricting the tar-
get functional to BV

(
Ω; RN

)
× L1(Ω). We treat separately the diffuse and jump

part. Indeed, we recover straightforward the estimate on the diffuse part by using
the semicontinuity result Theorem 2.14, while we apply the blow-up argument of
Fonseca-Müller to estimate the surface energy density.
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Proposition 4.1 For every (u, v) ∈ BV
(
Ω; RN

)
× L1(Ω), A ∈ A(Ω) we have

Γ
(
L1
)
- lim inf

ε→0+
Fε (u, v;A) ≥ F (u, v;A) .

Proof. For the sake of simplicity we only prove the case A = Ω.
Let εj → 0+ and (uj , vj) → (u, v) in L1

(
Ω; RN+1

)
. Without loss of generality

we may assume the inferior limit lim infj Fεj (uj , vj) to be finite and to be a limit.
Then, we get

lim inf
j

∫
Ω

W (vj) dx ≤ lim inf
j

(
εjGεj (vj ; Ω)

)
= 0,

so that by Fatou’s lemma there follows

W (v) ≤ lim inf
j

W (vj) = 0

for a.e. x ∈ Ω, and then v = 1 for a.e. x ∈ Ω.
Since fεj ≥ 0, up to passing to a subsequence, we may assume that there

exists a non-negative finite Radon measure µ on Ω such that

fεj (·, (uj(·), vj(·)),∇(uj(·), vj(·))Ln Ω → µ

weakly* in the sense of measures. Using the Radon-Nykodim’s Theorem we de-
compose µ in the sum of four mutually orthogonal measures

µ = µaLn + µc|Dcu|+ µJ |u+ − u−|Hn−1 Ju + µs,

we claim that
µa(xo) ≥ f (xo, u(xo),∇u(xo)) (4.1)

for a.e. xo ∈ Ω;

µc(xo) ≥ f∞
(
xo, ũ(xo),

dDcu

d‖Dcu‖
(xo)

)
(4.2)

for ‖Dcu‖ a.e. xo ∈ Ω;

µJ(xo) ≥
1

|u+(xo)− u−(xo)|
K
(
xo, u

+(xo), u−(xo), νu(xo)
)

(4.3)

for |u+ − u−|Hn−1 Ju a.e. xo ∈ Ω.
Assuming the previous inequalities shown, to conclude consider an increasing

sequence of smooth cut-off functions (ϕi) ⊂ C∞0 (Ω) such that 0 ≤ ϕi ≤ 1 and
supi ϕi(x) = 1 on Ω, then for every i ∈ N we have

lim
j
Fεj

(uj , vj ; Ω) ≥ lim inf
j

∫
Ω

fεj (x, (uj , vj),∇(uj , vj))ϕi dx

=
∫

Ω

ϕidµ ≥
∫

Ω

f (x, u,∇u)ϕi dx+
∫

Ω

f∞
(
x, ũ,

dDcu

d‖Dcu‖

)
ϕid‖Dcu‖

+
∫

Ju

K
(
x, u+, u−, νu

)
ϕi dHn−1.
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Eventually, let i→ +∞ and apply the Monotone Convergence Theorem.

In the following subsections we prove (4.1), (4.2), (4.3).

4.1 The density of the diffuse part

Consider the auxiliary function Φ : [0, 1] → [0,+∞) defined by

Φ(t) = 2
∫ t

0

√
W (s) ds, (4.4)

then notice that Φ is increasing, Φ(t) = 0 if and only if t = 0 and Φ ∈W 1,∞ ([0, 1]).
Define the function f̃ : Ω× RN+1 × R(N+1)×n → [0,+∞) by

f̃(x, (u, v), (z, ζ)) := ψ
(
Φ−1 (v ∨ 0 ∧ Φ(1))

)
(f(x, u, z) + |ζ|) ,

then notice that for every (u, v) ∈ W 1,1
(
Ω; RN+1

)
, ε > 0 and A ∈ A(Ω) Young’s

inequality yields

Gε(v;A) ≥ 2
∫

A

√
W (v) |∇v| dx =

∫
A

|∇Φ(v)| dx,

from which we infer that

Fε (u, v;A) ≥
∫

A

f̃ (x, (u,Φ(v)),∇(u,Φ(v))) dx.

It can be easily seen, by the hypotheses on f and ψ, that f̃ satisfies all the as-
sumptions of Theorem 2.14.

Moreover, if vj → 1 in L1 (Ω; [0, 1]), then Φ (vj) → Φ(1) in L1 (Ω; [0,Φ(1)]).
Hence, given (uj , vj) as in the proof of Proposition 4.1, for every A ∈ A(Ω) there
holds

lim inf
j

Fεj (uj , vj ;A) ≥ lim inf
j

∫
A

f̃ (x, (uj ,Φ (vj)),∇(uj ,Φ (vj))) dx

≥
∫

A

f̃ (x, (u,Φ (1)),∇(u,Φ (1))) dx+
∫

A

f̃∞ (x, (ũ,Φ (1)), dDc(u,Φ (1)))

=
∫

A

f (x, u,∇u) dx+
∫

A

f∞ (x, ũ, dDcu) .

From this, it is easy to infer (4.1) and (4.2).

4.2 The density of the jump part

To prove (4.3) recall that Lemma 2.7, Theorem 3.77 [5] and Radon-Nykodym’s
Theorem yield for Hn−1 a.e. xo ∈ Ju

lim
t→0+

1
tn−1

∫
Ju∩(xo+tQνu(xo))

∣∣u+(x)− u−(x)
∣∣ dHn−1 =

∣∣u+(xo)− u−(xo)
∣∣ , (4.5)
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lim
t→0+

1
tn

∫
xo+tQ±

νu(xo)

∣∣u(x)− u±(xo)
∣∣ dx = 0, (4.6)

µJ(xo) = lim
t→0+

µ
(
xo + tQνu(xo)

)
|u+ − u−|Hn−1

(
Ju ∩

(
xo + tQνu(xo)

)) , (4.7)

exists and is finite.
By (4.5) and (4.7), and since the function Xxo+tQνu(xo) is upper semicontin-

uous and with compact support in Ω if t is sufficiently small, we get∣∣u+(xo)− u−(xo)
∣∣µJ(xo) = lim

t→0+

1
tn−1

∫
xo+tQνu(xo)

dµ(x)

≥ lim sup
t→0+

lim sup
j

1
tn−1

∫
xo+tQνu(xo)

fεj
(x, (uj , vj),∇(uj , vj)) dx

= lim sup
t→0+

lim sup
j

∫
Qνu(xo)

tfεj (xo + ty, (uj , vj)(xo + ty),∇(uj , vj)(xo + ty)) dy

= lim sup
t→0+

lim sup
j

∫
Qνu(xo)

(
tψ
(
vt

j(y)
)
f

(
xo + ty, ut

j(y),
1
t
∇ut

j(y)
)

+
t

εj
W
(
vt

j(y)
)

+
εj

t

∣∣∇vt
j(y)

∣∣2) dy, (4.8)

where (ut
j(y), v

t
j(y)) := (uj(xo + ty), vj(xo + ty)). Notice that (ut

j(y), v
t
j(y)) →

(u(xo+ty), 1) in L1
(
Qνu(xo); RN+1

)
as j → +∞, and by (4.6) there follows (u(xo+

ty), 1) → (uo(x), 1) in L1
(
Qνu(xo); RN+1

)
as t→ 0+, where

uo(x) :=

u+(xo) 〈x− xo, νu(xo)〉 ≥ 0

u−(xo) 〈x− xo, νu(xo)〉 < 0
.

With fixed η > 0, let δ, L > 0 be given by (f4) and (f5). Then, by (3.4) of (f4), if
t < 1

L ∧
2√
n
δ we get∫

Qνu(xo)

ψ
(
vt

j(y)
)
tf

(
xo + ty, ut

j(y),
1
t
∇ut

j(y)
)
dx

≥ 1
1 + η

∫
Qνu(xo)

ψ
(
vt

j(y)
)
f∞

(
xo + ty, ut

j(y),∇ut
j(y)

)
dx− cη

1 + η
.

On the other hand, by (3.5) of (f5) there follows∫
Qνu(xo)

ψ
(
vt

j(y)
)
f∞

(
xo + ty, ut

j(y),∇ut
j(y)

)
dy

≥ 1
1 + η

∫
Qνu(xo)

ψ
(
vt

j(y)
)
f∞

(
xo, u

t
j(y),∇ut

j(y)
)
dy.
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Therefore, letting η → 0, from (4.8) we obtain∣∣u+(xo)− u−(xo)
∣∣µJ(xo)

≥ lim sup
t→0+

lim sup
j

∫
Qνu(xo)

(
ψ
(
vt

j(y)
)
f∞

(
xo, u

t
j(y),∇ut

j(y)
)

+
t

εj
W
(
vt

j(y)
)

+
εj

t

∣∣∇vt
j(y)

∣∣2) dy

= lim sup
t→0+

lim sup
j

F∞εj
t

(
xo;ut

j , v
t
j ;Qνu(xo)

)
. (4.9)

By using a diagonal argument for every h ∈ N there exists indexes jh ∈ N and
th ∈ (0,+∞) such that γh := εjh

th
≤ 1

h , the sequence
(
uth

jh
, vth

jh

)
→ (uo, 1) in

L1
(
Qνu(xo); RN+1

)
, and∣∣u+(xo)− u−(xo)

∣∣µJ(xo) ≥ lim
h
F∞γh

(
xo;uth

jh
, vth

jh
;Qνu(xo)

)
. (4.10)

In order to establish (4.3) and taking into account the definition of K, we need to
modify

(
uth

jh
, vth

jh

)
near ∂Qνu(xo) without increasing the energy in the limit and in

such a way that the new sequence belongs to A (u+(xo), u−(xo), νu(xo)). Assuming
Lemma 4.2 below proved, we are done.

Let us prove the following De Giorgi’s type averaging-slicing lemma.

Lemma 4.2 For every xo ∈ Ω, (a, b, ν) ∈ RN × RN × Sn−1, γj → 0+, (uj , vj) →
(ua,b,ν , 1) in L1

(
Qν ; RN+1

)
there exists (ûj , v̂j) ∈ A(a, b, ν) such that (ûj , v̂j) →

(ua,b,ν , 1) in L1
(
Qν ; RN+1

)
and

lim sup
j

F∞γj
(xo; ûj , v̂j ;Qν) ≤ lim inf

j
F∞γj

(xo;uj , vj ;Qν) (4.11)

Proof. Without loss of generality we may assume the inferior limit in (4.11) to
be finite and to be a limit. Moreover, we denote by c a generic positive constant
which may vary from line to line.

Let (wj) ⊂ W 1,1
(
Qν ; RN

)
be such that wj → ua,b,ν in L1

(
Qν ; RN

)
, wj =

ua,b,ν on ∂Qν and ‖Dwj‖ (Qν) → ‖Dua,b,ν‖ (Qν) (see Lemma 2.5 [12]).
Let aj → 0+, bj ∈ N to be chosen suitably and such that sj := aj

bj
→ 0, then set

Qj,i
ν := (1−aj + isj)Qν , 0 ≤ i ≤ bj . Let (ϕj,i) ⊂ C∞0

(
Qj,i

ν

)
, 1 ≤ i ≤ bj , be a family

of cut-off functions such that 0 ≤ ϕj,i ≤ 1, ϕj,i = 1 on Qj,i−1
ν , ‖∇ϕj,i‖∞ = O(s−1

j ).
Define

ui
j := ϕj,i−1uj + (1− ϕj,i−1)wj ; vi

j := ϕj,ivj + (1− ϕj,i),

then
(
ui

j , v
i
j

)
∈ A(a, b, ν) and tends to (ua,b,ν , 1) in L1

(
Ω; RN+1

)
as j → +∞ for

every i ∈ N. Moreover

F∞γj

(
xo;ui

j , v
i
j ;Qν

)
≤ F∞γj

(
xo;uj , vj ;Qj,i−2

ν

)
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+
∫

Qj,i−1
ν \Qj,i−2

ν

ψ(vj)f∞(xo, u
i
j ,∇ui

j) dx+Gγj (vj ;Qj,i−1
ν \Qj,i−2

ν )

+
∫

Qν\Qj,i−1
ν

ψ
(
vi

j

)
f∞(xo;wj ,∇wj) dx+Gγj

(
vi

j ;Q
j,i
ν \Qj,i−1

ν

)
. (4.12)

We estimate separately the terms appearing above. To begin with, we have that

F∞γj

(
xo;uj , vj ;Qj,i−2

ν

)
+Gγj (vj ;Qj,i−1

ν \Qj,i−2
ν ) ≤ F∞γj

(xo, uj , vj ;Qν) . (4.13)

Moreover, since ∇ui
j = ϕj,i−1∇uj +(1−ϕj,i−1)∇wj +∇ϕj,i−1⊗ (uj − wj), by the

growth condition (3.2) we have∫
Qj,i−1

ν \Qj,i−2
ν

ψ(vj)f∞(xo, u
i
j ,∇ui

j) dx

≤ c

∫
Qj,i−1

ν \Qj,i−2
ν

ψ(vj) (|∇uj |+ |∇wj |+ |∇ϕj,i−1| |uj − wj |) dx

≤ c

∫
Qj,i−1

ν \Qj,i−2
ν

ψ(vj)f∞(xo, uj ,∇uj) dx+ c

∫
Qj,i−1

ν \Qj,i−2
ν

|∇wj | dx

+
c

sj

∫
Qj,i−1

ν \Qj,i−2
ν

|uj − wj |. (4.14)

Analogously, there follows∫
Qν\Qj,i−1

ν

ψ
(
vi

j

)
f∞(xo, wj ,∇wj) dx ≤ c

∫
Qν\Qj,i−1

ν

|∇wj | dx. (4.15)

Eventually, since ∇vi
j = ϕj,i∇vj + (vj − 1)∇ϕj,i, we get

Gγj

(
vi

j ;Q
j,i
ν \Qj,i−1

ν

)
≤ c

∫
Qj,i

ν \Qj,i−1
ν

(
1
γj

+ γj |∇vj |2 +
γj

s2j
|vj − 1|2

)
dx

≤ c

γj
Ln
(
Qj,i

ν \Qj,i−1
ν

)
+ c Gγj

(
vj ;Qj,i

ν \Qj,i−1
ν

)
+c

γj

s2j

∫
Qj,i

ν \Qj,i−1
ν

|vj − 1|2 dx. (4.16)

By collecting (4.13), (4.14), (4.15) and (4.16) in (4.12) above, by adding up on i
and averaging, we have that there exists an index ij ∈ N, 2 ≤ ij ≤ bj , such that

F∞γj

(
xo;u

ij

j , v
ij

j ;Qν

)
≤ 1
bj − 1

bj∑
i=2

F∞γj

(
xo;ui

j , v
i
j ;Qν

)
≤ F∞γj

(xo;uj , vj ;Qν) +
c

bj
F∞γj

(xo;uj , vj ;Qν)
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+c
∫

Qν\Qj,0
ν

|∇wj | dx+
c

aj

∫
Qν\Qj,0

ν

|uj − wj | dx

+
c

γjbj
Ln
(
Qν \Qj,0

ν

)
+ c

γjbj
a2

j

∫
Qν\Qj,0

ν

|vj − 1|2 dx. (4.17)

Eventually, choose aj = ‖uj − wj‖
1
2
L1(Qν ;RN )

+ ‖vj − 1‖
1
2
L2(Qν), bj =

[
γ−1

j

]
and set

(ûj , v̂j) =
(
u

ij

j , v
ij

j

)
. The conclusion then follows by passing to the limit on j →

+∞ in (4.17), and noticing that Ln
(
Qν \Qj,0

ν

)
= O(aj) and ‖Dwj‖

(
Qν \Qj,0

ν

)
→

0. The last assertion follows since (‖Dwj‖) weakly* converges to ‖Dua,b,ν‖ in the
sense of measures, ‖Dwj‖ (Qν) → ‖Dua,b,ν‖ (Qν) and ‖Dua,b,ν‖

(
∂Qj,0

ν

)
= 0 for

every j ∈ N.

5 Γ-limsup inequality

In order to prove Theorem 3.2 on BV
(
Ω; RN

)
, we follow an abstract approach (see

[4], [16]). Indeed, first we prove that the Γ
(
L1
)
-limit of any subsequence of (Fε)ε>0,

as a set function, is a Borel measure and, by Proposition 2.5, coincides with its
Γ-limit. Then, by using Theorems 2.15 and 2.16, in Proposition 5.3 in the sequel
we provide an upper estimate of the limiting functional, which, combined with the
lower estimate of Proposition 4.1, allows us to conclude that the Γ

(
L1
)
-limit does

not depend on the chosen subsequence and it is equal to F . Hence, by Urysohn’s
property the whole family (Fε)ε>0 Γ

(
L1
)
-converges to F .

As a first step we prove the following crucial lemma, in which we establish
the so called weak subadditivity for F ′′(u, 1, ·) (see [16], [18]).

The argument used is a careful modification of well known techniques in this
kind of problems, and it is strictly related to the ones exploited in Lemma 4.2.

Lemma 5.1 Let u ∈ BV
(
Ω; RN

)
, let A′, A,B ∈ A(Ω) with A′ ⊂⊂ A, then

F ′′ (u, 1;A′ ∪B) ≤ F ′′ (u, 1;A) + F ′′ (u, 1;B) .

Proof. Let (wj) ⊂ C∞
(
Ω; RN

)
be strictly converging to u, i.e., such that wj → u

in L1
(
Ω; RN

)
and ‖Dwj‖(Ω) → ‖Du‖(Ω), and let

(
uA

j , v
A
j

)
,
(
uB

j , v
B
j

)
be converg-

ing to (u, 1) in L1
(
Ω; RN+1

)
and such that

lim sup
j

Fεj

(
uA

j , v
A
j ;A

)
= F ′′(u, 1;A),

lim sup
j

Fεj

(
uB

j , v
B
j ;B

)
= F ′′(u, 1;B),

respectively. Set δ := d (A′, ∂A), let M ∈ N and defineAM
i :=

{
x ∈ A : d (x,A′) ≤ δ

M i
}

1 ≤ i ≤M

AM
0 := A′

.
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Let (ϕi) ⊂ C∞0 (AM
i ), 1 ≤ i ≤ M , be a family of cut-off functions such that

0 ≤ ϕi ≤ 1, ϕi = 1 on AM
i−1, ‖∇ϕi‖∞ ≤ 2M

δ . Define

ui
j :=


ϕi−1u

A
j + (1− ϕi−1)wj AM

i−1

wj AM
i \AM

i−1

(1− ϕi+1)uB
j + ϕi+1wj Ω \AM

i

,

and
vi

j := ϕiv
A
j + (1− ϕi)vB

j ,

then
(
ui

j , v
i
j

)
→ (u, 1) in L1

(
Ω; RN+1

)
for every 1 ≤ i ≤ M . Moreover, there

follows

Fεj

(
ui

j , v
i
j ;A

′ ∪B
)
≤ Fεj

(
uA

j , v
A
j ;AM

i−2

)
+
∫(

AM
i−1\A

M
i−2

)
∩B

ψ
(
vA

j

)
f
(
x, ui

j ,∇ui
j

)
dx+Gεj

(
vA

j ;
(
AM

i−1 \AM
i−2

)
∩B

)
+c
∫(

AM
i
\AM

i−1

)
∩B

(1 + |∇wj |) dx+Gεj

(
vi

j ;
(
AM

i \AM
i−1

)
∩B

)
+
∫(

AM
i+1\A

M
i

)
∩B

ψ
(
vB

j

)
f
(
x, ui

j ,∇ui
j

)
dx+Gεj

(
vB

j ;
(
AM

i+1 \AM
i

)
∩B

)
+Fεj

(
uB

j , v
B
j ;B \AM

i+1

)
.

Let us estimate only the terms above depending on the superscript A, analogous
computations holds for the one with B. First, it is easy to check that

Fεj

(
uA

j , v
A
j ;AM

i−2

)
+Gεj

(
vA

j ;
(
AM

i−1 \AM
i−2

)
∩B

)
≤ Fεj

(
uA

j , v
A
j ;A

)
, (5.1)

and∫(
AM

i−1\A
M
i−2

)
∩B

ψ
(
vA

j

)
f
(
x, ui

j ,∇ui
j

)
dx ≤ c Fεj

(
uA

j , v
A
j ;
(
AM

i−1 \AM
i−2

)
∩B

)
+c
∫(

AM
i−1\A

M
i−2

)
∩B

(1 + |∇wj |) dx+
∫(

AM
i−1\A

M
i−2

)
∩B

|∇ϕi−1|
∣∣uA

j − wj

∣∣ dx.
(5.2)

Moreover, there holds

Gεj

(
vi

j ;
(
AM

i \AM
i−1

)
∩B

)
(5.3)

≤ cGεj

(
vA

j ;
(
AM

i \AM
i−1

)
∩B

)
+ cGεj

(
vB

j ;
(
AM

i \AM
i−1

)
∩B

)
+c εj

∫(
AM

i
\AM

i−1

)
∩B

|∇ϕi|2
∣∣vA

j − vB
j

∣∣2 dx+
c

εj
Ln
((
AM

i \AM
i−1

)
∩B

)
.
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Then, from (5.1), (5.2), (5.3), by adding up on i and averaging, there exists an
index 2 ≤ ij ≤M − 1 such that

Fεj

(
u

ij

j , v
ij

j ;A′ ∪B
)
≤ 1
M − 2

M−1∑
i=2

Fεj

(
ui

j , v
i
j ;A

′ ∪B
)

≤
(

1 +
c

M − 2

)(
Fεj

(
uA

j , v
A
j ;A

)
+ Fεj

(
uB

j , v
B
j ;B

))
+

cM

(M − 2)δ

(∫
(A\A′)∩B

∣∣uA
j − wj

∣∣ dx+
∫

(A\A′)∩B

∣∣uB
j − wj

∣∣ dx)

+
c εjM

2

(M − 2)δ2

∫
(A\A′)∩B

∣∣vA
j − vB

j

∣∣2 dx+
c

M − 2

∫
(A\A′)∩B

|∇wj | dx

+
c

εj(M − 2)
Ln ((A \A′) ∩B) .

Now choose Mj =
[
ε−1

j

∥∥vA
j − vB

j

∥∥−1

L2(Ω)

]
, then by passing to the superior limit on

j → +∞ and by the definition of F ′′ we get the conclusion.

By virtue of Lemma 5.1 we get the following.

Corollary 5.2 Assume that
(
Fεj

)
j∈N Γ

(
L1
)
-converges to F̂ , then for every u ∈

BV
(
Ω; RN

)
the set function F̂ (u, 1; ·) is a Borel measure.

Moreover, for every A ∈ A(Ω)

F̂ (u, 1;A) ≤ c (Ln(A) + ‖Du‖(A)) ,

and
F̂ (u, 1;A) = Γ

(
L1
)
- lim

j
Fεj (u, 1;A).

Proof. It suffices to take into account that the growth assumptions (3.2) on f and
to apply Propositions 2.4 and 2.5.

We now are able to prove Theorem 3.2 in the BV case.

Proposition 5.3 For every u ∈ BV
(
Ω; RN

)
we have

Γ
(
L1
)
- lim

ε→0+
Fε (u, 1) = F (u, 1) .

Proof. Let εj → 0+ be such that for every u ∈ BV
(
Ω; RN

)
and A ∈ A(Ω) there

exists F̂ (u, 1;A) := Γ
(
L1
)
- limj Fεj (u, v;A).

Then, by Proposition 4.1, we are done if we show that

F̂ (u, 1;Ω) ≤ F (u, 1).
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Since by Corollary 5.2 F̂ (u, 1; ·) is a Borel measure, it suffices to prove that

F̂ (u, 1;Ω \ Ju) ≤
∫

Ω

f (x, u,∇u) dx+
∫

Ω

f∞ (x, ũ, dDcu) , (5.4)

and
F̂ (u, 1;Ju) ≤

∫
Ju

K̃
(
x, u+, u−, νu

)
dHn−1, (5.5)

where K̃ is the function defined in Remark 3.6 (recall that K̃ ≤ K).
To prove (5.4), note that for every j ∈ N

Fεj (u, 1;A) ≡ F0(u;A),

with

F0(u;A) =


∫

A

f (x, u,∇u) dx if u ∈W 1,1
(
Ω; RN

)
+∞ if u ∈ L1(Ω; RN ) \W 1,1

(
Ω; RN

) .
Hence, for every B ∈ B(Ω)

F̂ (u, 1;B) ≤ F 0(u;B).

By Theorems 2.14 and 2.15, we get that for every u ∈ BV
(
Ω; RN

)
F 0 (u; Ω \ Ju) =

∫
Ω

f (x, u,∇u) dx+
∫

Ω

f∞ (x, ũ, dDcu) ,

from which (5.4) is easily deduced.
By (2.11) of Theorem 2.16, to prove (5.5), it suffices to show that for every

(xo, a, b, ν) ∈ Ω× RN × RN × Sn−1

lim sup
δ→0+

F̂ (ua,b,ν(· − xo), 1;xo + δQν)
δn−1

≤ K̃(xo, a, b, ν). (5.6)

Without loss of generality we prove (5.6) assuming xo = 0 and ν = en (recall that
Qen is denoted by Q).

With the same notations of formula (3.14) for K̃, given γ > 0, let (u, v) ∈
Ã(a, b, en) and L > 0 be such that

F∞1
L

(0, u, v;Q) ≤ K̃(0, a, b, en) + γ.

Define (uj , vj) ∈W 1,1
(
Sen ; RN+1

)
by

(uj , vj)(x) =


(b, 1) if xn >

εjL
2

(u, v)
(

x
εjL

)
if |xn| ≤ εjL

2

(a, 1) if xn < − εjL
2 ,
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hence, (uj , vj) → (ua,b,en
, 1) in L1

(
Q; RN+1

)
, and thus

F̂ (ua,b,en , 1; δQ) ≤ lim sup
j

Fεj (uj , vj ; δQ) . (5.7)

Set Qj
δ := δQ ∩

{
|xn| ≤ εjL

2

}
and Q′δ = δQ ∩ {xn = 0}, then we have

Fεj (uj , vj ; δQ) =
∫

δQ∩
{

xn<−
εjL

2

} f(x, a, 0) dx

+
∫

δQ∩
{

xn>
εjL

2

} f(x, b, 0) dx+ Fεj

(
uj , vj ;Q

j
δ

)
. (5.8)

The change of variables t = xn

εjL yields for j large

Fεj

(
uj , vj ;Q

j
δ

)
=∫ 1/2

−1/2

εjLdt

∫
Q′

δ

ψ

(
v

(
x′

εjL
, t

))
f

(
(x′, εjLt) , u

(
x′

εjL
, t

)
,

1
εjL

∇u
(
x′

εjL
, t

))
dx′

+
∫ 1/2

−1/2

dt

∫
Q′

δ

(
LW

(
v

(
x′

εjL
, t

))
+

1
L

∣∣∣∣∇(v( x′

εjL
, t

))∣∣∣∣2
)
dx′

=: I1
j,δ + I2

j,δ. (5.9)

With fixed η > 0, by (3.4), we can choose δ small enough such that for j large we
have

I1
j,δ ≤

1
1− η

(
ηδn−1 (5.10)

+
∫ 1/2

−1/2

dt

∫
Q′

δ

ψ

(
v

(
x′

εjL
, t

))
f∞

(
(x′, εjLt) , u

(
x′

εjL
, t

)
,∇u

(
x′

εjL
, t

))
dx′

)
.

Now consider the Yosida’s Transform of f∞ defined, for λ > 0, as

f∞λ (x, u, z) := sup
y∈Rn

{f∞(y, u, z)− λ|y − x|}.

Recall that

f∞(x, u, z) ≤ f∞λ1
(x, u, z) ≤ f∞λ2

(x, u, z) (5.11)

if 0 < λ2 ≤ λ1 and, since f∞(·, u, z) is upper semicontinuous, f∞λ (·, u, z) →
f∞(·, u, z) pointwise as λ→ +∞. Moreover, f∞λ is λ-lipschitzian, i.e.,

|f∞λ (x1, u, z)− f∞λ (x2, u, z)| ≤ λ|x1 − x2| (5.12)
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and, by (3.2), for every z ∈ RN there holds

0 < f∞λ (x, u, z) ≤ c(1 + |z|).

Thus, given λ > 0, by (5.10), (5.11) and (5.12), we get

I1
j,δ ≤

1
1− η

(
ηδn−1 + 2λδn

+
∫ 1/2

−1/2

dt

∫
Q′

δ

ψ

(
v

(
x′

εjL
, t

))
f∞λ

(
0, u

(
x′

εjL
, t

)
,∇u

(
x′

εjL
, t

))
dx′

)
.

(5.13)

Let now j → +∞ in (5.8) and take into account the inequalities (5.9) and (5.13);
then by virtue of the Riemann-Lebesgue’s Lemma we have

lim sup
j

Fεj (uj , vj ; δQ) ≤ 1
1− η

δn−1

∫
Q

ψ(v)f∞λ (0, u,∇u) dx

+δn−1

∫
Q

(
LW (v) +

1
L
|∇v|2

)
dx+

η

1− η
δn−1 +

(
2λ

1− η
+ c

)
δn.

Thus, by (5.7), we get

lim sup
δ→0+

F̂ (ua,b,en , 1; δQ)
δn−1

≤ 1
1− η

∫
Q

ψ(v)f∞λ (0, u,∇u) dx

+
∫

Q

(
LW (v) +

1
L
|∇v|2

)
dx+

η

1− η
.

Eventually, by letting η → 0+ and λ→ +∞, by Lebesgue’s Theorem we get

lim sup
δ→0+

F̂ (ua,b,en , 1; δQ)
δn−1

≤
∫

Q

(
ψ(v)f∞ (0, u,∇u) + LW (v) +

1
L
|∇v|2

)
dx

= F∞1
L

(0;u, v;Q) ≤ K̃(0, a, b, en) + γ,

and by the arbitrariness of γ > 0 we obtain (5.6).

6 The GBV case

In this section we prove the full result stated in Theorem 3.2. We recall that we have
already shown the Γ-convergence result if the target function u ∈ BV

(
Ω; RN

)
,
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here we extend the proof to all functions u ∈ L1
(
Ω; RN+1

)
, and we identify the

domain of the limit functional in a subset of (GBV (Ω))N × {1}.
We first state and prove a preliminary lemma on the continuity of F (·, 1)

with respect to truncations.

Lemma 6.1 Let u ∈ (GBV (Ω))N with F (u, 1;Ω) < +∞ and let ui := Ψi(u),
i ∈ N, where Ψi are defined in (2.4). Then

lim
i
F
(
ui, 1

)
= F (u, 1) .

Proof. We prove separately the convergence of the different terms of F .
Since ∇u(x) = ∇ui(x) for a.e. x ∈ Ωi := {x ∈ Ω : |ũ(x)| < ai}, we have∫

Ω

f(x, ui,∇ui) dx =
∫

Ωi

f(x, u,∇u) dx+
∫

Ω\Ωi

f(x, ui,∇ui) dx.

By the growth assumption (3.2), we get∣∣∣∣∣
∫

Ω\Ωi

f
(
x, ui,∇ui

)
dx

∣∣∣∣∣ ≤ c

∫
Ω\Ωi

(1 + |∇u|) dx,

and so, being the term on the right hand side above infinitesimal, we deduce that

lim
i

∫
Ω

f(x, ui,∇ui) dx =
∫

Ω

f (x, u,∇u) dx.

Let us prove the convergence of the Cantor part of the energy. Since the
measures Dcui are absolutely continuous with respect to ‖Dcu‖ and Dcui Ωi ≡
Dcu Ωi, we have∫

Ω

f∞
(
x, ũi, dDcui

)
=
∫

Ω

f∞
(
x, ũi,

dDcui

d ‖Dcu‖

)
d ‖Dcu‖

=
∫

Ωi

f∞ (x, ũ, dDcu) +
∫

Ω\Ωi

f∞
(
x, ũi,

dDcui

d ‖Dcu‖

)
d ‖Dcu‖ . (6.1)

Moreover, by (3.6), we have∣∣∣∣∣
∫

Ω\Ωi

f∞
(
x, ũi,

dDcui

d ‖Dcu‖

)
d ‖Dcu‖

∣∣∣∣∣ ≤ c ‖Dcu‖ (Ω \ Ωi) ,

and thus, since ‖Dcu‖ (Ω \ Ωi) → 0 as i→ +∞, from (6.1) we conclude that

lim
i

∫
Ω

f∞
(
x, ũi, dDcui

)
=
∫

Ω

f∞ (x, ũ, dDcu) .
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Eventually, for what the surface energy is concerned, note that Hn−1 (J∞u ) =
0 (see Theorem 2.12, Remark 2.13 and Remark 3.5) and Jui ⊆ Ju for every i ∈ N
with νui = νu for Hn−1 a.e. x ∈ Jui . Then,

(
ui
)± → u±, XJui → XJu for Hn−1

a.e. x ∈ Ju as i→ +∞. Hence, there follows

lim
i

∫
Jui

K
(
x,
(
ui
)+
,
(
ui
)−
, νui

)
dHn−1

= lim
i

∫
Ju

K
(
x,
(
ui
)+
,
(
ui
)−
, νu

)
XJui dHn−1

=
∫

Ju

K
(
x, u+, u−, νu

)
dHn−1,

by Lebesgue’s Theorem and taking into account properties (a) and (b) of Lemma
3.7 .

The idea of the proof of the Γ-liminf inequality in the next proposition is
based again on De Giorgi’s averaging-slicing method but now the truncation is
performed on the range rather than on the domain (see Lemma 3.7 [11], Lemma
3.5 [15]).

Proposition 6.2 For every (u, v) ∈ L1
(
Ω; RN+1

)
we have

Γ
(
L1
)
- lim

ε→0+
Fε (u, v) = F (u, v) .

Proof. We divide the proof in two steps, dealing with the Γ-liminf and the Γ-
limsup inequality separately.

Step 1 (liminf inequality): for every (u, v) ∈ L1
(
Ω; RN+1

)
there holds

Γ
(
L1
)
- lim inf

ε→0+
Fε (u, v) ≥ F (u, v) . (6.2)

Let (uj , vj) → (u, v) in L1
(
Ω; RN+1

)
be such that

lim
j
Fεj

(uj , vj) = Γ
(
L1
)
- lim inf

j
Fεj (u, v) . (6.3)

We may also assume such a limit to be finite; hence, as already shown in Propo-
sition 4.1, we have that vj → 1 in L1(Ω), and, as observed in Remark 3.5,
u ∈ (GBV (Ω))N .

Define ui
j := Ψi (uj), ui := Ψi(u), where Ψi are the auxiliary functions in

(2.4), then ui
j ∈ W 1,1

(
Ω; RN

)
, ui ∈ BV

(
Ω; RN

)
and ui

j → ui in L1
(
Ω; RN

)
for

every i ∈ N. Moreover, notice that

Fεj

(
ui

j , vj

)
=
∫

Ω

ψ (vj) f
(
x, ui

j ,∇ui
j

)
dx+Gεj (vj ; Ω) . (6.4)
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Fix j ∈ N, then we have∫
Ω

ψ (vj) f
(
x, ui

j ,∇ui
j

)
dx =

∫
{|uj |<ai}

ψ (vj) f (x, uj ,∇uj) dx

+
∫
{ai≤|uj |≤ai+1}

ψ (vj) f
(
x, ui

j ,∇ui
j

)
dx+

∫
{|uj |>ai+1}

ψ (vj) f (x, 0, 0) dx

≤
∫

Ω

ψ (vj) f (x, uj ,∇uj) dx+ c

∫
{ai≤|uj |≤ai+1}

ψ (vj) (1 + |∇uj |) dx

+cLn ({|uj | > ai+1}) .

With fixed η > 0 there exists io ∈ N, io ≥ 1
η , such that cLn ({|uj | ≥ aio}) ≤ η.

Let M ∈ N, then for every j ∈ N there exists ij ∈ {io, io + 1, . . . , io +M − 1} such
that∫

Ω

ψ (vj) f
(
x, u

ij

j ,∇u
ij

j

)
dx ≤ 1

M

io+M−1∑
i=io

∫
Ω

ψ (vj) f
(
x, ui

j ,∇ui
j

)
dx

≤
∫

Ω

ψ (vj) f (x, uj ,∇uj) dx+
c

M

∫
{|uj |≥aio}

ψ (vj) (1 + |∇uj |) dx+ η

≤
∫

Ω

ψ (vj) f (x, uj ,∇uj) dx+ 2η, (6.5)

by (3.2), (6.3) and by choosing M ∈ N suitably. Note that M is independent of j
and depends only on η. Moreover, (6.4) and (6.5) yield

Fεj

(
u

ij

j , vj

)
≤ Fεj (uj , vj) + 2η. (6.6)

Since ij ∈ {io, io + 1, . . . , io +M − 1} for every j ∈ N, up to extracting a sub-
sequence not relabelled for convenience, we may assume ij ≡ iη to be constant.
Hence, uiη

j → uiη in L1
(
Ω; RN

)
and so by (6.3), (6.6) and Subsection 4.1 there

follows

F
(
uiη , v

)
≤ lim

j
Fεj

(
u

iη

j , vj

)
≤ Γ

(
L1
)
- lim inf

j
Fεj (u, v) + 2η. (6.7)

Eventually, letting η → 0+ in (6.7), by Lemma 6.1 we obtain (6.2).
Step 2 (limsup inequality): for every (u, v) ∈ L1

(
Ω; RN+1

)
we have

Γ
(
L1
)
- lim sup

ε→0+
Fε (u, v) ≤ F (u, v) . (6.8)

It suffices to prove (6.8) for u ∈ (GBV (Ω))N with F (u, 1) < +∞ and v ≡ 1. Let
ui be the truncation of u defined before, then, since ui ∈ BV

(
Ω; RN

)
, Proposition

5.3 yields
Γ
(
L1
)
- lim sup

ε→0+
Fε

(
ui, 1

)
= F

(
ui, 1

)
. (6.9)
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Letting i → +∞ in (6.9), the conclusion follows by Lemma 6.1 and the lower
semicontinuity of Γ

(
L1
)
- lim supε→0+ Fε.

7 Compactness and Convergence of Minimizers

Let us state an equicoercivity result for the approximating functionals defined in
(3.8). The proof follows the one of Lemma 4.1 [23], we outline it here for the
reader’s convenience.

Lemma 7.1 Let (uj , vj) ∈ L1
(
Ω; RN+1

)
be such that

lim inf
j

(
Fεj (uj , vj) +

∫
Ω

|uj |q dx
)
< +∞, (7.1)

with q > 1. Then there exists a subsequence (ujh
, vjh

) and u ∈ (GBV (Ω))N such
that (ujh

, vjh
) → (u, 1) in L1

(
Ω; RN+1

)
.

Proof. Up to an increasing approximation argument using the Yosida’s trans-
forms, we may assume ψ ∈W 1,∞ ([0, 1]).

Condition (7.1) and the bound ‖vj‖∞ ≤ 1 imply that vj → 1 in L1(Ω). Fix

i ∈ N, consider the sequence
(
ψ
(

Φ(vj)
‖Φ′‖∞

)
ui

j

)
⊂W 1,1

(
Ω; RN

)
, where ui

j := Ψi (uj)
with Ψi the auxiliary functions defined in (2.4) and Φ is the one defined in (4.4). Let
us show that

(
ψ
(

Φ(vj)
‖Φ′‖∞

)
ui

j

)
is bounded in BV

(
Ω; RN

)
. Indeed, by the lipschitz

continuity and the monotonicity of Φ and ψ, Young’s inequality yields∫
Ω

∣∣∣∣ψ( Φ (vj)
‖Φ′‖∞

)
ui

j

∣∣∣∣ dx+
∫

Ω

∣∣∣∣∇(ψ( Φ (vj)
‖Φ′‖∞

)
ui

j

)∣∣∣∣ dx
≤ c iLn(Ω) +

∫
Ω

ψ(vj)|∇uj | dx+
‖ψ′‖∞
‖Φ′‖∞

i

∫
Ω

|∇Φ(vj)| dx

≤ c i
(
1 + Fεj (uj , vj)

)
,

denoting by c a positive constant independent of i.
By (7.1) and the convergence vj → 1 in L1(Ω), by applying the BV Compact-

ness Theorem and a diagonal argument we may suppose that, up to a subsequence
not relabelled for convenience, for every i ∈ N there exists wi : Ω → RN , with∥∥wi

∥∥
∞ ≤ i, such that for a.e. in Ω

lim
j
ui

j(x) = wi(x). (7.2)

Let us prove that for a.e. x in Ω there exists u : Ω → RN such that

lim
i
wi(x) = u(x). (7.3)
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Indeed, let x ∈ Ω be such that (7.2) holds, then either |uj(x)| → +∞ or there
exist w ∈ RN and (ujh

) ⊆ (uj) such that ujh
(x) → w. In the first case wi(x) = 0

for every i ∈ N, and then (7.3) holds with u(x) = 0; while in the second case
ui

jh
(x) → w for every i > |w| as j → +∞ and thus u(x) = w by (7.2).

Let us prove the convergence of (uj) to u in measure on Ω. Indeed, condition (7.1)
yields

Ln
(
{x ∈ Ω : |uj(x)| > i}

)
≤ c i−q,

thus for every ε > 0, since the decomposition

{x ∈ Ω : |uj(x)− u(x)| > ε} =
{
x ∈ Ω : |ui

j(x)− u(x)| > ε
}
∪(

{x ∈ Ω : |uj(x)− u(x)| > ε} ∩ {x ∈ Ω : |uj(x)| > i}
)
,

we have

Ln
(
{x ∈ Ω : |uj(x)− u(x)| > ε}

)
≤ Ln

({
x ∈ Ω : |ui

j(x)− u(x)| > ε
})

+ c i−q,

and the claimed convergence follows by (7.2) and (7.3).
Moreover, since q > 1, by (7.1) we have that the sequence (uj) is equi-integrable
and so the conclusion follows by Vitali’s Theorem.

By (7.1) and by Remark 3.5 we deduce that u ∈ (GBV (Ω))N .

We are now able to state the following result on the convergence of minimum
problems.

Theorem 7.2 For every g ∈ Lq
(
Ω; RN

)
, q > 1, and every γ > 0, define

mε := inf
{
Fε (u, v) + γ

∫
Ω

|u− g|q dx : (u, v) ∈ L1
(
Ω; RN+1

)}
,

and let (uε, vε) be asymptotically minimizing, i.e.,

Fε (uε, vε)−mε → 0.

Then every cluster point of (uε) is a solution of the minimum problem

m := inf
{
F(u) + γ

∫
Ω

|u− g|q dx : u ∈ (GBV (Ω))N

}
,

and mε → m as ε→ 0+.

8 Generalizations

In this section we discuss a generalization of Theorem 3.2, by considering spatially
and directionally anisotropic singular perturbation terms in the definition of the
approximating functionals.

With fixed p > 1, let h : Ω × Rn → [0,+∞) be a Borel integrand satisfying
the following set of assumptions:
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(h1) there exists three constants c3 ≥ 0 and c4, c5 > 0 such that

c4 |ζ| − c3 ≤ h(x, ζ) ≤ c5 (|ζ|+ 1)

for every (x, ζ) ∈ Ω× Rn;

(h2) h(x, ·) is locally Lipschitz for every x ∈ Ω;

(h3) for every xo ∈ Ω and for every η > 0 there exists δ > 0, depending on xo

and η, such that

|(h∞)p (xo, ζ)− (h∞)p (x, ζ)| ≤ η (h∞)p (x, ζ)

for every x ∈ Ω with |x− xo| ≤ δ and for every ζ ∈ Rn;

(h4) for every xo ∈ Ω and for every η > 0 there exists δ, L > 0, depending on xo

and η, such that∣∣∣∣(h∞)p (x, ζ)− hp (x, tζ)
tp

∣∣∣∣ ≤ η

(
1 +

hp (x, tζ)
tp

)
for every t > L and x ∈ Ω with |x− xo| ≤ δ and for every ζ ∈ Rn.

Let

hε(x, (u, v), (z, ζ)) := ψ(v)f (x, u, z) +
W (v)
p′ε

+
εp−1

p
hp (x, ζ) ,

with f , ψ and W as in Section 3, p′ = p
p−1 . Then, consider the family of functionals

Hε : L1
(
Ω; RN

)
→ [0,+∞] defined by

Hε (u, v) :=


∫

Ω

hε (x, (u, v),∇(u, v)) dx if (u, v) ∈W 1,1
(
Ω; RN+1

)
0 ≤ v ≤ 1 a.e.,

+∞ otherwise

.

The proof of the Γ-convergence for the family (Hε)ε>0 follows by exploiting
the same arguments used to prove Theorem 3.2 with some minor changes.

Theorem 8.1 Let (Hε)ε>0 be as above, then

Γ
(
L1
)
- lim

ε→0+
Hε (u, v; Ω) = F (u, v; Ω),

where F is the functional defined in (3.7) with surface energy density K : Ω ×
RN × RN × Sn−1 → [0,+∞) given by

K (xo, a, b, ν) :=

inf
{∫

Qν

(
ψ(v)f∞ (xo, u,∇u) +

L

p′
W (v) +

1
pLp−1

(h∞)p (xo,∇v)
)
dy :

(u, v) ∈ A(a, b, ν), L > 0
}
.
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Let us remark that Lemma 3.7 still holds true. Moreover, (a) of Lemma 3.8
is valid provided the function g appearing in the statement is substituted by

gh (xo, ν, t) := inf
r∈[0,1]

{
ψ(r)t+ (h∞(xo, ν) + h∞(xo,−ν))

∫ 1

r

(W (s))
1
p′ ds

}
.

Eventually, assume h∞(x, ·) to be isotropic for every x ∈ Ω, then K can be charac-
terized as in Lemma 3.8 (b) with the function g substituted by gh defined above.
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[17] G. Dal Maso, Integral representation on BV (Ω) of Γ-limits of variational
integrals, Manuscripta Math. 30 (1980), 347–416.

[18] G. Dal Maso - L. Modica, A general theory of variational functionals, In:
”Topics in Functional Analysis 1980-1981”, Quaderno della Classe di Scienze
della Scuola Normale Superiore di Pisa, 1981, pp. 149–221.

[19] E. De Giorgi - L. Ambrosio, Un nuovo funzionale del calcolo delle variazioni,
Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. 82 (1988), 199–210.

[20] E. De Giorgi - T. Franzoni, Su un tipo di convergenza variazionale, Atti Accad.
Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. 58 (1975), 842–850.

[21] L. C. Evans - R. F. Gariepy, “Measure Theory and Fine Properties of Func-
tions”, CRC Press, Boca Raton 1992.

[22] H. Federer, “Geometric Measure Theory”, Springer Verlag, New York, 1969.

[23] M. Focardi, On the variational approximation of free-discontinuity problems
in the vectorial case, Math. Models Methods Appl. Sci., to appear.

[24] I. Fonseca - G. Leoni, On lower semicontinuity and relaxation, Preprint CMU

[25] I. Fonseca - S. Müller, Quasi-convex integrands and lower semicontinuity in
L1, Siam J. Math. Anal., 5 (1992), 1081–1098.

[26] I. Fonseca - S. Müller, Relaxation of quasi-convex functionals in BV (Ω; Rp)
for integrands f (x, u,∇u), Arch. Rational Mech. Anal. 123 (1993), 1–49.

[27] I. Fonseca - P. Rybka, Relaxation of multiple integrals in the space BV (Ω; Rp),
Proc. Roy. Soc. Edinburgh 121 (1992), 321-348.

40



[28] E. Giusti, “Minimal Surfaces and Functions with bounded Variation”,
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